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TES Science Investigator-Led Processing System
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Abstract—The Tropospheric Emission Spectrometer (TES) is
one of four instruments onboard the Earth Observing System
Aura satellite. The TES Science Investigator-led Processing
System (SIPS) Facility performs production processing of all TES
science data. When the TES project was proposed in 1988, its
science algorithms were still evolving, but it was already under-
stood to be at least two orders of magnitude more complex than its
NASA predecessor, the Atmospheric Trace Molecule Spectroscopy
(ATMOS) instrument. In addition, the expected data volume of
the TES instrument would be more than 1000 times greater than
that of ATMOS. Development of the TES SIPS faced a number of
technical challenges. It also would have been impractical and pro-
hibitively costly to develop the TES SIPS facility without carefully
deploying the computing technologies that have recently become
available. This paper describes how the challenges were met in the
development of the facility by making use of evolving hardware
technology and software refinement. The process revealed that the
architecture of the hardware implemented was highly dependent
upon the processing algorithm, and a stable algorithm was needed
early in the hardware development process for performance
analysis and benchmarking.

Index Terms—Atmospheric measurements, calibration, com-
puter architecture, computer facilities, data processing, Fourier
spectroscopy, Fourier transform, multiprocessing, optical interfer-
ometry, parallel processing, processor scheduling, spectroscopy,
terrestrial atmosphere.

I. INTRODUCTION

THE TROPOSPHERIC Emission Spectrometer (TES) is
a Fourier transform spectrometer (FTS) that measures

infrared (IR) emissions from the Earth’s surface and atmos-
phere [1]. Most of the measurements are performed in 29-h
periods called global surveys, repeated every two days. During
the periods between global surveys, special observation mea-
surements are performed. The total volume of data collected
in each global survey is approximately 47 GB. The volume of
special observation data is significantly less.

The primary function of the TES Science Investigtor-led Pro-
cessing System (SIPS) is to run the product generation execu-
tives (PGEs) that make up the science processing software to
process the interferograms generated by the TES instrument into
two types of earth science data type (ESDT) prodcuts. These
are the level 1B (L1B) products, which are the interferograms
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converted into calibrated spectra, and the level 2 (L2) prod-
ucts, which are the vertical profiles of the volume-mixing ratios
(VMR) of the chemical constituents in the air columns at each
observation scene. These ESDTs are sent to the Distributed Ac-
tive Archive Center of the Aura Science Data Center at NASA’s
Langley Research Center (LaRC ASDC DAAC) for archiving
and distribution to the user community.

A basic throughput requirement on the SIPS is the ability
to process the data collected in one global survey in the two
day period between surveys. In addition, the SIPS must also
be able to reprocess data due to any processing failures in the
first attempt, and as required by expected changes in science al-
gorithms. Combining these processing requirements, the SIPS
must provide the capacity to process TES data at a minimum
of twice the real-time rate. So, the specified requirement was to
provide the capacity to process at three times the real-time rate.
These throughput requirements drove the scale of the processing
hardware needed in the SIPS. These requirements were derived
from a combination of the known computation requirements of
previous projects that performed similar types of computations
at the time that the TES project was proposed and more re-
cent benchmarks which ran actual TES processing algorithms
on available computing hardware. The project that provided the
most relevant computational benchmarks was the ATMOS ex-
periment [2].

A. Comparison Between ATMOS and TES

As spaceborne FTS instruments become more sophisticated,
their algorithmic and computational needs become more com-
plex. To illustrate the increase in complexity, we present a com-
parison between TES and the ATMOS experiment. ATMOS was
an IR FTS first flown as part of the STS-51B (space shuttle)
SpaceLab-3 mission in April/May 1985. Table I summarizes the
significant differences between the two experiments in terms of
physical attributes and algorithm capabilities.

The TES algorithm has greater complexity due to three main
factors: 1) greater number of instrument configurations; 2) more
sophisticated theoretical basis and assimilation of non-TES
spaceborne information (initial guess); and 3) much larger
data volume. The ATMOS retrieval estimates four parameters:
continuum level, continuum tilt, frequency shift, and gas VMR.
This estimation is repeated for each of the 28 gases at each of
the 100 layers. The temperature and pressure profiles were fixed
as they were taken from a table. The TES retrieval has several
steps. The first step simultaneously estimates 85 atmospheric
layers for temperature O and water vapor in addition to surface
and cloud properties for a total of 261 parameters. Steps 2) and
3) retrieve CO and CH , respectively.

The processing of a TES global survey consists of the fol-
lowing steps.

0196-2892/$20.00 © 2006 IEEE
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TABLE I
ATMOS AND TES ALGORITHM AND INSTRUMENTAL CHARACTERISTICS

• Level 1A: Interferogram reconstruction and geolocation.
• Level 1B: Conversion of interferograms to spectra and

radiometric and frequency calibration of spectra.
• Level 2: Generation of vertical profiles of VMRs.

II. LEVEL 1A PROCESSING

A. Interferogram Reconstruction

The first step in the processing of TES science data is in the
Level 1A (L1A) subsystem [3]. The data collected by the TES
instrument from each global survey is provided by the LaRC
ASDC DAAC as Level 0 (L0) files. These files contain packets
generated by the data system onboard the Aura spacecraft which
include the interferogram data, instrument performance data,
health and status information, as well as spacecraft telemetry
information. The L0 data are separated into various data files
based on their data types, sequence numbers, scan numbers,
and focal planes. A global survey consists of 16 orbits, with
each orbit divided into 72 observation sequences, for a total of
1152 sequences. Each sequence consists of seven observations
(or scans), two nadir scans, three limb scans, and two calibra-
tion scans. Each scan produces an interferogram from each of
the 16 detectors on each of four focal planes, for a total of 64 in-
terferograms. The result is 32 256 data files, with each data file
containing 16 interferograms, taking approximately 47 GB of
storage (there is no reduction between L0 and L1 data). These
files are provided to the L1B subsystem for the next stage of
processing.

B. Geolocation

The second part of L1A processing is target geolocation [4].
The geolocation algorithms compute nadir footprints and limb
ground locations (latitude, longitude, and elevation) of the ob-
served target areas, as well as associated solar and instrument
line of sight (LOS), nadir and azimuth angles, and Doppler shift.
The algorithms use spacecraft ephemeris to determine its loca-
tion, and a combination of the spacecraft attitude and instrument

pointing control system (PCS) to determine the ground location
of each observation.

III. L1B PROCESSING

This subsystem consists of the second most compute inten-
sive tasks of the TES science software. The L1B PGEs convert
the observed digitized interferograms into radiometrically cali-
brated spectra [5].

The first step is to convert the interferograms into frequency
spectra using the fast Fourier transform (FFT) algorithm. The
FFT is applied to all 516 096 interferograms collected for each
global survey.

The next step is to generate the calibration tables. The two
calibration scans at each sequence consist of a scan of cold space
and a scan of an internal hot black body radiation source. The
spectra of the calibration scans collected over the entire global
survey are phase aligned, averaged, and saved as a calibration
table. This will create 384 calibration table files amounting to
approximately 150 MB of data for each global survey. They may
be frequency interpolated to match the frequency spacing of the
target spectra as needed.

The target spectra phase alignment uses the complex calibra-
tion methodology [6]. The cost function to be minimized is the
norm of the imaginary part of the radiometric ratio. While the
hot black body spectrum is kept as reference, the algorithm ap-
plies a phase rotation that corresponds to an optical path differ-
ence of an integer number of laser fringes ranging from 50 to

50 for both the cold space and target spectra. The algorithm
searches through a total of 10 201 possible combinations. To re-
duce the computational load, the radiometric ratio uses only re-
duced resolution spectra. This process is repeated for each of the
368 640 target spectra, and accounts for about 40% of the L1B
calculations.

The second part of this step computes the noise equivalent
spectral noise (NESR) using the Shannon FFT interpolation
method [7]. The two-sided interferogram of each radiometric
ratio spectra is zero padded to an array size 64 times larger
than its original size. After computing the FFT of the expanded
interferogram (up to 4.8 million data points each), the NESR is
found by linearly interpolating the data to the L2 output grid.

In a final resampling process, another Shannon FFT opera-
tion corrects for various frequency scale effects such as Doppler
shift. The two Shannon FFT operations account for another 40%
of the L1B processing time.

The L1B target processing output files comprise the L1B
product binary files, each containing the 64 spectra of the
same scan at L2 spectral grid. A global survey will produce
5760 target spectra files amounting to approximately 38 GB
of data. These binary files are the input data for the L2 re-
trieval programs. In addition, the same spectra are written into
HDF-EOS5 format files as part of the L1B ESDT that is sent to
the ASDC DAAC for archiving and distribution.

IV. L2 PROCESSING

The most computationally intensive part of processing TES
data is the L2 retrieval process. The retrieval algorithm [8] in-
fers atmospheric temperature and the concentrations of several
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TABLE II
PROCESSING AND FILES AS A FUNCTION OF THE SUBSYSTEM

atmospheric constituents from the observed radiance. The ob-
served radiance is a function of the emitted surface radiance,
thermal emissions from the atmosphere, and absorption of the
emitted radiance by atmospheric constituents.

The retrieval process starts with the generation of a forward
model of the radiance based on the initial guesses of atmo-
spheric and surface states of the target area using climatology
information at the time of the observation. The troposphere is
modeled in 85 discrete atmospheric layers. The radiance at the
top of the troposphere is computed by calculating the thermal
emissions (a function of temperature and frequency) and the ab-
sorptions (a function of pressure and temperature, and also de-
pendent on atmospheric species) of each chemical constituent
at each atmospheric layer. The radiance contributions are calcu-
lated from one layer to the next using radiative transfer methods.
The radiative absorption coefficients (ABSCO) of each chem-
ical species are derived from the HITRAN spectroscopic param-
eter compilation [9]. The ATMOS retrieval software generated
these coefficients during processing. The TES algorithm use a
faster method to generate these coefficients; the coefficients are
pregenerated for various chemical species at prescribed tem-
perature, pressure, and frequency ranges, and stored in files.
There are currently approximately 620 GB of these ABSCO
data stored in about 55 000 files. Their values are interpolated
to the frequencies, temperatures, and pressures of the forward
model at runtime.

The forward model algorithm uses analytic computations of
the Jacobians (i.e., partial derivatives) of the radiance with re-
spect to the estimated atmospheric parameters. The radiance
computed from the forward model is then compared with the
observed radiance using a nonlinear least-squares solver. The
differences between observed and modeled radiances are used
with the Jacobians to adjust the initial guesses to the next itera-
tion of the forward model. These steps are repeated until speci-
fied convergence criteria are met.

Table II shows a summary of current processing resources
required and files and sizes generated by each subsystem.

V. PROCESSING IMPLEMENTATION

The benchmarks of retrieval runs in processing ATMOS
data provided a baseline performance metric using existing
(circa 1990) computing technology. However, applying that
benchmark to processing TES data to estimate the required
computation hardware yielded a system that was impractically
large and prohibitively expensive for that time. For example,
using the compute platform that ATMOS implemented, a
MIPSCO M/2000, a 25-MHz reduced instruction set computer
(RISC) workstation with an estimated performance rating of

approximately 22 Spec92FP, would have required about 12 000
units to meet the computing requirements just for running
the TES L2 retrieval. In addition, using the existing disk
drives, CDC-9720-1.2G, a 9-in form factor disk drive with
approximately 1-GB capacity, would have required 200 units
to support the minimal storage needs of processing a single
global survey, but the data processing industry was expected to
advance theprocessingcapabilitiesofcomputersand increase the
density of storage devices. At that time, computer manufacturers
generally met expectations in the rate of advancement of the
performance of their processors. So, the TES project planned
that, by the time that the production facility was expected to
be implemented (approximately 2002), the available compute
platforms would provide sufficient performance in a small
enough foot print to start making this practical and still fit
into the available budget.

In addition to depending on faster computer hardware, a non-
trivial amount of work was required to implement the science
algorithms into production software. Most of the software devel-
opment efforts centered around the L2 subsystems. The details
of the science software development tasks are covered in an-
other paper published in [10]. During the development process,
the hardware and software engineers worked closely to ensure
that each group understood the needs and limitations of both the
hardware and software to make sure development on each side
could accommodate the other.

The first program used by TES for performing L2 retrieval
tests on simulated data was called TWPR, an acronym for TES
working prototype retrieval. This program was made up of
several software algorithm components, developed by various
scientists and engineers who worked on the TES project,
each of which performed specific functions within the overall
retrieval process. From the beginning of the TES project in
1996, a working prototype was needed as quickly as possible
to support science algorithm analysis. As a consequence, the
TWPR software was not designed with optimization in mind.
Furthermore, the interfaces between the algorithm components
were not well defined. The performance of TWPR on computing
hardware that was state of the art at the time was not sufficient to
practically meet even the most basic throughput requirements.
For example, based on run times obtained in 1998 using a
Sun Enterprise 4500 server with two 336-MHz processors, L2
retrievals on a global survey would have required over 250 000
h to complete. This was an estimate based on running small
numbers of retrievals using simulated data. Due to the extremely
longruntimes,nosimulatedfullglobalsurveyswereeveractually
processed up to this time. Assuming processing throughput
scaled linearly with the size of the compute system, using
this computing technology would have required approximately
1000 fully configured Enterprise 4500 systems in order to
provide sufficient computing throughput to keep up with the
rate at which global surveys would be acquired. More testing
revealed that the performance of the L2 retrievals did not
scale linearly with the size of the system it was run on. A
system containing many processors became geometrically less
efficient as more retrieval jobs were run concurrently on it.
The problem was that the multiple jobs that were initiated
on each system to make use of its multiple processors would
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all contend for the same resources: the ABSCO files and the
data bus that the data have to travel across. The tests showed
that the system configuration that provided the most effective
use of system resources with minimal contention between
jobs was one containing two processors. This indicated that a
different hardware architecture was needed; instead of a large
system with many processors, each system would contain just
two processors, and many such systems (or nodes) would be
deployed in parallel.

A concerted effort was started in 1999 to help make the
TWPR program run faster. A small team consisting of several
software engineers and science algorithm developers carefully
analyzed the program to determine where it spent most of its
time. They determined which aspects of the calculations could
be reduced, streamlined, or eliminated, and still be able to
generate valid science results. Many parts of the software were
then rewritten to operate more efficiently.

The first major bottleneck was found to be in the way the
ABSCO files were accessed and processed. The program spent
most of its time waiting for the ABSCO data to be read from
disk. In addition, when retrieving a particular species, only a
very small fraction of the observed spectra, and, thus, the associ-
ated ABSCO data, contained significant information. One of the
first modifications to the TWPR program was to make it process
only the small windows around the parts of the spectra that con-
tained the absorption lines. These “microwindows” significantly
reduced the amount of spectral data used in the forward model
algorithm, thereby reducing the amount of frequency-dependent
calculations by an order of magnitude.

The calculations were further reduced by a factor of two by
using half the spectral resolution of the data. This also meant
that the ABSCO data could be stored in half its original spec-
tral resolution, which reduced the storage requirements of the
ABSCO tables to 310 GB from 620 GB. Further speedup was
achieved by changing the program to read only those parts of
the ABSCO files that contained the microwindow data.

Other software refinements included combining functions
that were executing independently and using common informa-
tion to eliminate processing steps that were no longer needed.
The combined efforts achieved a reduction in run times of
approximately two orders of magnitude, while the retrieval
results retained their original criteria for quality. The new
program, the first version of the production code, was released
in 2001, called Earth Limb And Nadir Operational Retrieval
(ELANOR).

Further development on ELANOR showed that the retrievals
still spent a significant amount of time accessing the ABSCO
files. In a single retrieval, accessing the ABSCO files can
account for up to 20% of the total run time, but its CPU time
was typically less than 6% of the total CPU time. Initially,
the ABSCO files were stored on a single high performance
RAID array, and served out to various users by its host. The
file access times increased exponentially as multiple retrievals
were being run simultaneously. Additional development efforts
concentrated on further reducing the access times for the ABSCO
files. One approach was to simply replicate the ABSCO files
on another RAID server. The final solution was to install
sufficient storage on each processing node to hold its own

copy of the ABSCO files. This was made more practical with
the decreasing costs of disk storage systems.

Another change was made to the way the ELANOR program
accessed the ABSCO files. Since the retrievals processed spectral
microwindows, they did not need the full ABSCO tables. A mi-
crowindow cachingscheme was developed to save the parts of the
ABSCO files that were used in retrievals into smaller files. These
smaller files required less time to access than the full ABSCO
files, which further reduced run times. The standard retrievals
were run in five iterations, and all iterations after the first would
benefit from the microwindow cache. This enhancement reduced
total ABSCO access times by another factor of two.

The L1B prototype software was developed using the In-
teractive Data Language (IDL) provided by the Research Sys-
tems, Inc. (RSI). This is an interpretive language originally in-
tended for users to quickly develop and test modeling and sim-
ulation algorithms. This kind of programming model would not
normally fit well within a production environment where high
speed and efficiency are important. However, IDL has exten-
sions that allow it to integrate user programs written in compiled
languages such as C, where most of the computations are per-
formed. The L1B production software makes use of this soft-
ware configuration to perform most of its compute intensive
tasks. It uses an IDL based front end for implementing the high
level L1B algorithms and for managing data inputs and outputs,
and a C program which uses compiled libraries, such as FFTW,
to perform most of its low level numerical computations. The
entire L1B code could have been translated into a compiled lan-
guage such as C or C at an estimated cost of about two man
years. However, there was no significant performance enhance-
ment expected from this conversion, because of the way the L1B
code used IDL and C programs. The L1B processing currently
represents about 25% of the total processing that needed to be
performed on a global survey.

VI. HARDWARE

At the same time that the science software was being refined,
the SIPS hardware development team was studying compute
hardware produced by various manufacturers to find a candi-
date that provided the best performance at the lowest cost. A
stand-alone version of the ELANOR program was created, and
a retrieval test using a typical set of parameters was used for
performing benchmarks. The program was ported to the various
platforms using their native compilers, and their run times were
recorded. Their results were also compared to those of the ref-
erence system, the Sun server on which the program was origi-
nally developed, for accuracy.

It was also determined that, in addition to raw computing ca-
pabilities and price, a critical requirement of a system was to
have sufficient support from the commercial software compa-
nies that provided tools and utilities used on the original de-
velopment platform. The Sun SPARC platform enjoyed sup-
port from a broad range of third party software market, which
made it more popular to users. Other platforms considered by
the TES project needed similar levels of support for software
such as compilers, databases, configuration management tools,
and other utilities, such as IDL.
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The hardware study found a number of low cost commodity
microprocessor-based computing systems that were very good
candidates for the TES SIPS. The performance of microproces-
sors produced by Intel and Advanced Micro Devices (AMD),
known as the x86 CPUs, were surpassing those of the big server
manufacturers such as Sun and HP. At the same time, their costs
were typically much lower than the big servers. In general, a
complete small server using an x86 microprocessor would cost
about one tenth as much as a server of similar performance from
one of the big manufacturers. These low-cost servers ran the
Linux operating system, an open source software package with
a vast support network in the free software community. Most
importantly, various software vendors were porting their prod-
ucts to the Linux operating system, so the same functionalities
of these software products that were available on the large ex-
pensive servers were becoming available on the less costly plat-
forms. These low cost x86 platforms made the development of
a large computing cluster much more economically feasible; it
was now possible to purchase sufficient computing power to
meet our throughput requirements and our budget, and still be
able to support a working environment that the developers and
science team were accustomed to.

The new x86 based computing platform required further de-
velopment efforts in the software subsystems to port the soft-
ware from the Sun Solaris environment. A side effect of these ef-
forts was to reveal many errors in the software that were hidden
by the Solaris operating system and its compilers. So, the move
to the new platform improved the portability and quality of the
software as well as enabling them to run faster. One issue that
arose was the data formats used on these two platforms; the Sun
Solaris running on SPARC hardware used Big-Endian data rep-
resentation, while the x86 platform used Little-Endian. This re-
quired careful handling of data formats on the different plat-
forms used by the TES project. Once the format differences
were understood, simple coding in the PGEs running on dif-
ferent platforms correctly dealt with their different data types.

With each new generation of hardware that became available,
their performance usually improved as well. For example,
at the time that the SIPS hardware was being procured, the
microprocessor that was found to have the lowest price to
performance ratio running the TES L2 retrieval software was
the AMD Opteron. This processor has a 64-bit architecture
but is fully compatible with the 32-bit x86 architecture and
Linux environment that was used to develop the TES science
and production software. The initial systems used by TES
would be running in 32-bit mode, but these processors allowed
future migrations into 64-bit mode, where it can accommodate
working with larger data sets if the algorithms should grow in
that direction. The available disk storage at the time provided
250 GB of capacity on a low profile drive. So, it was possible
to configure a physically small server that occupied one rack
unit of space (1.75 in of rack height), but contained two very
fast processors, 4 GB of memory, and 500 GB of disk space,
which was sufficient to store the entire half resolution version
of ABSCO tables and still leave enough space for the SIPS and
PGE programs to work with. This configuration is the basic
compute node used in the SIPS cluster. The SIPS hardware
was sized to meet the throughput requirements of three times

Fig. 1. TES SIPS hardware diagram.

real time rate. Fig. 1 shows a block diagram of the major
hardware components of the TES SIPS.

A. Compute Nodes

There are 152 compute nodes in the first phase of the com-
pute cluster installation. There are 38 nodes mounted in each
rack. Each rack also contains two managed power strips, two
1000/100/T Ethernet switches, and a terminal server for con-
nection to the serial console ports of each node. Each compute
node in the cluster consists of a dual processor server using two
AMD Opteron 242 CPUs, 2 GB of RAM, two IDE disk drives
with 250-GB capacity each, and two Ethernet ports. Each Eth-
ernet port is connected to a separate switch in the rack. Each
switch uplinks to the central (core) network switches through
Gig-E ports. The managed power strips allow each node to be
remotely powered on or off through a network interface.

B. File Servers

There are eight file servers in the first phase of the SIPS
cluster installation. These file servers are used for staging the
data used as inputs to the PGEs, and to store their outputs. Each
file server consists of a dual processor server using two AMD
Opteron 244 CPUs, 4 GB of RAM, two IDE disk drives with
250-GB capacity each, 2-GB Ethernet (Gig-E) ports, and a 3-TB
disk array connected through an Ultra160 SCSI interface. Each
Gig-E port is connected directly to a core network switch.

C. SIPS Core Server

The SIPS core server is hosted on a Sun Enterprise v480
server. This was necessary because the SIPS core software was
developed on a Sun/Solaris environment. The software performs
little computation, so processor throughput was not an issue.
However, it was necessary for the system to interface to various
types of hardware, including a LTO library for data archiving,
and move all the TES data between them. These interfaces have
been well worked out in the Solaris environment. In this system,
the cost of porting the code to Linux would have been at least
another man year, and would not have gained any increases in
performance or functionality.

This server consists of four UltraSPARC-III/1.05-GHz CPUs
and 16 GB of RAM. The server uses two disk arrays of 3 TB
each, attached through an Ultra160 SCSI interface. The server
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also uses 2 Gig-E connections to the core network switches as
well as a separate Gig-E connection to the JPL public network.
The core server also uses a large tape robot library as its local
data archive.

D. SIPS Database Server

The SIPS database server is also hosted on a Sun Enterprise
480 server, an exact copy of the SIPS core server. This server
can serve as a backup to the SIPS core at reduced throughput
rates for both if the SIPS should suffer a major hardware failure.
The data base server could also have been hosted on an Opteron
server running 64-bit Linux for better price/performance. But
this data base needed the larger addressing capability of the
64-bit version of the Oracle data base server for Linux, which
was not ready at the time that the system was being imple-
mented. This server uses a 3-TB disk array attached through
an Ultra160 SCSI interface. The server is also connected to the
core network switches through two Gig-E ports.

E. SIPS Network

The core network switches connect all the major components
of the SIPS hardware together. All the servers are connected di-
rectly to these switches using Gig-E. The switches in the node
racks also connect to the core switches using Gig-E. The core
switches are Foundry Network’s EdgeIron model 24G, each
with 24 Gig-E ports. Each switch has sufficient bandwidth to
provide wire-speed communication between any two ports, with
all port pairs running concurrently.

VII. LESSONS LEARNED

It is important to identify a version of the working software
prototype that provides all the basic science algorithms and
functions that need to be performed as early as possible to serve
as the baseline for generating the production software. This
also allows accurate performance analysis of the software on
available hardware platforms as early as possible. An important
part of performance analysis is to understand the algorithm
sufficiently to determine where to apply the most effective
optimization efforts.

A compact, portable, and accurate representation of the most
compute intensive part of the software was very important for
benchmarking the different compute platforms. This allowed
the software to be quickly ported to each platform, thus iden-
tifying the hardware that can provide the highest computational
throughput for the software that will become part of the produc-
tion system.

Performance analysis and optimization continues for as long
as the algorithm and software changes to adapt to better under-
standing of the data. This is important to make sure that any
changes that significantly affect the production throughput can
be quickly identified and mitigated.

The same hardware can offer varying levels of performance
in executing the same program depending on how the hard-
ware and the program are configured. The best performance can
be achieved from the hardware if its use was tailored to the

functions that the program was performing. While the perfor-
mance of processors advanced almost at the rates that industry
predicted, the performance of the peripherals that support pro-
cessing, especially hard disk drives, did not keep pace. This re-
quired special handling of data stored on hard disks to minimize
the effects of their latencies.

The throughput performance of a hardware platform is not
the only factor in its selection. An important factor for the TES
project was how well a platform will be supported by the com-
mercial software vendors and the computing industry in general.
When the software benchmarking process started, the x86 plat-
form was not the fastest; the DEC Alpha provided the highest
performance of all the platforms tested A decision was made
to use the x86 platform as it appeared to have the most poten-
tial for performance improvement and future industry support.
However, it is a good idea not to get locked into the products of
any particular vendor. As an example, the x86 computing plat-
form is commodity hardware that can be purchased from many
sources. However, some of the tools that TES used for software
development are proprietary, and limited the system configu-
rations that could be used. The TES project was able to work
within these limitations created by what is known as “vendor
lock in,” and it should be avoided if possible.

VIII. CONCLUSION

The TES science software is very complex and requires
tremendous computing resources to execute. The available
computing platforms in 1988 would have made processing
TES global surveys very costly and impractical. A combination
of software improvements and hardware evolution during the
development of the TES project made implementing the SIPS
computing system feasible.

Early prototypes of the science software will undergo drastic
changes before it is developed into production software. De-
tailed characterization of the performance of the production
software was critical in identifying where the bottlenecks
were. This enabled more effective application of optimization
efforts. These efforts included refining the science algorithms
to eliminate unnecessary calculations, streamlining the soft-
ware implementing these algorithms, and determining the best
application of improving hardware technologies.

Major increases in software throughput were achieved by im-
proving the way the ABSCO data were accessed. The first im-
provement was to reduce the amount of data that needed to be
accessed by implementing the microwindows around absorption
lines, which also reduced the amount of calculations that were
needed. The second major improvement came with the avail-
ability of the small but high capacity and high speed disk drives
that could be installed onto each compute node. This allowed
each node to have their own copies of the ABSCO files, reducing
contention for the data. The next improvement was caching the
microwindows in smaller disk files. A final improvement was
not explicitly implemented, but realized with the large memory
installed into each node. This allowed the operating system to
cache frequently used data in memory, which effectively elimi-
nated disk access times.
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